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EXECUTIVE SUMMARY 

This paper examines whether non-binding (“soft”) AI-related provisions in preferential trade 

agreements (PTAs) move trade and how their eǺects compare with binding (“hard”) provisions. 

The motivation is straightforward: digital rules are spreading quickly, but legal enforceability is 

uneven. We ask whether non-binding instruments (standards work, data-innovation clauses, 

interoperability programmes) can deliver trade gains in AI-intensive sectors even without hard 

obligations.

Drawing from TAPED AI-related provisions in PTAs, we construct a measure of AI-related depth, 

distinguishing binding from non-binding provisions. To identify where these rules should matter 

most, we interact agreement depth with a sectoral proxy for AI intensity based on ǻrm adoption. 

We estimate a structural gravity model using PPML with exporter-year, importer-year, pair, and 

pair-trend ǻxed eǺects, and run extensive robustness checks including pooled sector interactions 

and leads/lags.

Key results:

•	� Around 40% of AI-related provisions in PTAs are non-binding.

•	� Binding AI-related depth is associated with ~13% higher trade in AI-intensive sectors.

•	� Non-binding AI-related depth delivers nearly comparable gains (~12%).

•	� Binding provisions bite most on customs-duty/digital goods and data-protection 

items.

•	� Non-binding provisions are especially eǺective for cross-border data Ǽows and new 

AI/data issues (interoperability, standards, data-innovation).

•	� Pooled sector tests conǻrm positive, signiǻcant eǺects when depth is interacted 

with AI intensity.

Interpretation and implications: In fast-moving, regulation-heavy domains such as AI, credible 

soft-law cooperation can reduce coordination frictions and facilitate trade, often approaching the 

impact of binding rules. Policymakers can sequence: use structured non-binding tools to unlock 

near-term gains where consensus is still forming, while locking in binding disciplines where norms 

are mature.

Policy directions: (i) deploy cooperation chapters, interoperability work programmes, and open-

data initiatives to target data-Ǽow frictions; (ii) consolidate binding disciplines on established areas 

(digital-goods duties, core data-protection principles) to amplify eǺects; and (iii) invest in standards 

and translational mechanisms that support ǻrms in AI-intensive sectors.
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1. �INTRODUCTION 

During the rapid growth of Preferential Trade Agreements (PTAs) in recent years, these 

agreements have become increasingly comprehensive. The average depth of legally 

enforceable provisions in PTAs globally increased by 247 percent between 2000 and 2020. 

Surprisingly, the corresponding depth of non-legally enforceable provisions, or those that are 

weakly enforceable, grew even faster, by about 274 percent. Together, these provisions have a 

combined eǺect on trade in goods of approximately 18.4 percent.1 This is puzzling since trade 

theory generally suggests that only legally binding provisions in deep trade agreements should 

have a positive impact on trade.2 

Digital trade is an area where both legally and non-legally enforceable provisions in deep trade 

agreements have grown signiǻcantly in recent years. In 2000, only one trade agreement included 

digital trade provisions, but by 2020, this number rose to 203 (see annex Figure A1). Between 2000 

and 2020, the average depth of digital provisions in these PTAs grew by approximately 157 percent. 

Interestingly, similar to the overall trend, non-legally enforceable provisions in these agreements 

have been rising at a faster rate during this period. This paper examines how both legally and 

non-legally enforceable provisions in PTAs inǼuence digital trade, focusing on where non-legally 

enforceable provisions have the greatest impact. 

Speciǻcally, we examine AI-related provisions and their impact on digital trade, distinguishing 

between legally enforceable (hard) and non-legally enforceable (soft) provisions. AI is expected 

to signiǻcantly inǼuence the global economy, aǺecting both goods and services, and is likely to 

shape international trade in various ways.3 Additionally, the policies governing the relationship 

between AI and trade often involve deep, non-trade-related regulations, such as privacy policies. 

Despite being behind-border regulations, many of these are included in PTAs as part of digital 

trade provisions. Notably, we observe that almost half of these provisions are framed in soft 

language, making them non-legally enforceable. This paper explores where these soft provisions 

have the most impact, aiming to uncover their role in digital trade. 

This paper builds on two distinct streams of research: one exploring the positive trade eǺects of 

the depth of PTAs, and the other examining the link between digital trade and AI. First, Mattoo 

et al. (2022) demonstrate that deep, legally enforceable provisions within PTAs lead to greater 

trade creation and less trade diversion, compared to agreements with fewer such provisions. 

Similarly, Laget et al. (2020) show that deep trade agreements positively impact trade within 

global value chains (GVCs), particularly through value-added trade in intermediate goods.4 

Neri-Lainé et al. (2023) conǻrm this eǺect at the ǻrm level, especially in developing countries.5  

 

1  �Mattoo, A., Mulabdic, A., & Ruta, M. (2022). Trade creation and trade diversion in deep agreements. Canadian Journal of 
Economics/Revue canadienne d’économique, 55(3), 1598-1637.

2  �Maggi, G. (2016). Issue linkage. In Handbook of commercial policy (Vol. 1, pp. 513-564). North-Holland.
3  �Goldfarb, A., & TreǼer, D. (2018). Artiǻcial intelligence and international trade. In The economics of artiǻcial intelligence: an 

agenda (pp. 463-492). University of Chicago Press.
4  �Laget, E., Osnago, A., Rocha, N., & Ruta, M. (2020). Deep trade agreements and global value chains. Review of Industrial 

Organization, 57(2), 379-410.
5  �Neri-Lainé, M., Oreǻce, G., & Ruta, M. (2023). Deep trade agreements and heterogeneous ǻrms exports (No. 10436). CESifo 

Working Paper.
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Research in this area often draws on the World Bank Deep Trade Agreements (DTA) database, 

which tracks deep trade provisions across various trade areas.6 

However, the DTA database lacks a comprehensive record of digital trade provisions. Instead, 

the recently developed Trade Agreement Provisions on Electronic-commerce and Data (TAPED) 

provides an extensive history of all digital trade provisions in PTAs, categorising them by legally 

and non-legally enforceable provisions.7 This dataset oǺers a detailed analysis of provisions in 

PTAs worldwide, covering chapters, provisions, annexes, and side documents that regulate digital 

trade, including AI. The authors highlight that PTAs with digital trade provisions have signiǻcantly 

increased in recent years, with a broader scope that goes beyond traditional trade topics, 

underscored by provisions with weak legal enforceability. We use this database to perform our 

analysis of AI-related provisions on digital trade. 

Second, while various works in recent years have assessed the potential economic impact of 

AI8, as well as the impact of AI on labour markets9, few works have explored the implications of 

AI on trade. One exception is Goldfarb and TreǼer (2018), which describes the various channels 

through which AI is likely to aǺect trade from a conceptual perspective.10 Additionally, the authors 

discuss the policy implications of AI and trade, emphasising the role of behind-the-border (i.e. 

deep) regulations. Other works have analysed the linkages of AI and trade, similarly emphasising 

the key role that regulatory policies play to reinforce this relationship.11 

However, none of these studies provides an empirical analysis of AI-related policies aǺecting 

international trade.12 Similarly, they do not assess the impact of legal provisions in PTAs within 

the context of AI and digital trade. We aim to ǻll this gap by examining this issue, with a particular 

focus on the distinction between legally binding and non-legally enforceable provisions, following 

the literature.13 

6  �Hofmann, C., Osnago, A., & Ruta, M. (2017). Horizontal depth: a new database on the content of preferential trade 
agreements. World Bank Policy Research Working Paper, (7981).

7  �Burri, M., Callo-Müller, M. V., & Kugler, K. (2024). The evolution of digital trade law: Insights from TAPED. World Trade 
Review, 23(2), 190-207.

8  �See Acemoglu, D. (2025). The simple macroeconomics of AI. Economic Policy, 40(121), 13-58; Agrawal, A., Gans, J., & 
Goldfarb, A. (Eds.). (2019). The economics of artiǻcial intelligence: An agenda. University of Chicago Press; see also 
Agrawal, A., Gans, J. S., & Goldfarb, A. (2024). Artiǻcial intelligence adoption and system‐wide change. Journal of Economics 
& Management Strategy, 33(2), 327-337. 

9  �Acemoglu, D., & Restrepo, P. (2018). Artiǻcial intelligence, automation, and work. In The economics of artiǻcial intelligence: 
An agenda (pp. 197-236). University of Chicago Press; Autor, D. (2024). Applying AI to rebuild middle class jobs (No. w32140). 
National Bureau of Economic Research.

10  �Goldfarb, A., & TreǼer, D. (2018). Artiǻcial intelligence and international trade. In The economics of artiǻcial intelligence: an 
agenda (pp. 463-492). University of Chicago Press.

11  �Ferencz, J., González, J. L., & García, I. O. (2022). Artiǻcial Intelligence and international trade: Some preliminary implications; 
Meltzer, J. P. (2018). The impact of artiǻcial intelligence on international trade. Center for technology Innovation at 
Brookings, 9.

12  �An exception is Sun and TreǼer (2023) which assesses unilateral AI-related policies and their impact on trade in digital 
services. The authors, however, do not analyse any AI-related policies nor provisions with respect to PTAs. From a 
non-policy perspective, Brynjolfsson et al. (2019) examined the eǺect of a speciǻc AI sub-ǻeld, machine translation, on 
international trade in goods. They discovered that implementing a machine translation system on a selected platform 
increased export quantities by about 17.5 percent, as it helped reduce search costs by overcoming language barriers. 

13  �The literature that diǺerentiates between legally enforceable and non-legally enforceable provisions, whether shallow 
or deep, builds on the initial work by Horn et al. (2009). The authors provide an analysis of so-called deep provisions 
which are under the mandate of the WTO (referred to as “WTO+”) and those which fall outside the scope the WTO 
mandate (referred to as “WTO-X”). Examples of WTO+ provisions include tariǺs and subsidies, while WTO-X provisions 
cover areas like investment and competition policy. For digital-related policies, data policies serve as an example of 
WTO-X provisions.
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Speciǻcally, we use an identiǻcation strategy that focuses on AI-related provisions in PTAs 

following Goldfarb and TreǼer (2018).14 First, we chose AI over broader digital-related provisions 

because AI provisions allow us to zero in on a speciǻc, emerging technology that demands deep 

regulatory negotiations within a PTA. Our second contribution involves developing an AI-speciǻc 

intensity indicator, based on ǻrm-level information, to measure the extent to which various 

industries and sectors utilise AI technologies. This approach helps us more accurately determine 

if industries and sectors dependent on AI technologies are particularly sensitive to changes in 

AI-related policies between countries negotiating a PTA.

Our third contribution is to diǺerentiate between hard and soft AI-related provisions in PTAs and 

evaluate their impact on AI-related trade, a novel approach in the literature. Two key reasons drive 

our interest in both types of provisions. 

First, while legally enforceable provisions are typically expected to have the most direct impact on 

trade, non-binding or weakly enforceable provisions in PTAs have surged in recent years. It seems 

unlikely that these provisions serve only non-trade purposes, particularly for a digital technology 

like AI, which is presumed to have a substantial impact on trade. Second, previous research shows 

that both hard and soft provisions in PTAs can have a signiǻcant combined eǺect on trade when 

they are deep.15 However, the authors did not further explore this ǻnding, which we aim to do in 

this paper. Many AI-related provisions are “behind-the-border” regulations that, despite not always 

being legally enforceable, are deep and may still signiǻcantly impact trade. 

We ǻnd that approximately 40 percent of the analysed PTAs include non-binding AI-related 

provisions, reǼecting their strong global increase in recent years. This high share of non-legally 

enforceable provisions is noteworthy, especially given the traditionally unclear trade eǺects of 

such “soft” provisions. Using our ǻrm-level proxy to identify AI-intensive industries and sectors 

within a structural gravity model, we ǻnd that the economic impact of non-binding AI-related 

provisions nearly matches that of legally enforceable ones. Moreover, this trade eǺect is 

particularly strong in so-called new areas of AI. One possible explanation for this substantial eǺect 

is that AI, as a recent technology, requires regulatory cooperation among countries through deep 

provisions that are challenging to enforce legally. Our ǻndings indicate that these non-binding 

provisions still signiǻcantly inǼuence trade.

This paper is structured as follows. The next section covers the data used for our variables on AI 

provisions in PTAs, ǻrm-level use of AI technologies, and trade. Section 3 outlines our empirical 

gravity model, divided into two parts: one for hard provisions and one for soft provisions. Section 4 

presents our baseline results and additional robustness checks. The ǻnal section concludes with 

some policy implications. 

14  �Goldfarb, A., & TreǼer, D. (2018). Artiǻcial intelligence and international trade. In The economics of artiǻcial intelligence: an 
agenda (pp. 463-492). University of Chicago Press.

15  �Mattoo, A., Mulabdic, A., & Ruta, M. (2022). Trade creation and trade diversion in deep agreements. Canadian Journal of 
Economics/Revue canadienne d’économique, 55(3), 1598-1637.
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2. �DATA

Our identiǻcation strategy relies on three sets of data, namely AI-related provisions in PTAs, an 

indicator assessing the intensity of industries and sectors using AI-technologies, and trade in 

goods and services. 

2.1 �TAPED PTA Provisions

Our ǻrst set of data on AI-related provisions in PTAs is sourced from the TAPED database.16 TAPED 

is a comprehensive repository of digital trade provisions in PTAs worldwide, addressing a gap 

not covered by the World Bank’s DTA. The database includes chapters, provisions, annexes, and 

side documents that directly or indirectly regulate a broad range of digital trade items, such as 

intellectual property, key service sectors, government procurement, trade in goods, general and 

speciǻc exceptions, and emerging data economy issues like paperless trade, data protection and 

encryption, and AI. 

More speciǻcally, TAPED covers over 430 PTAs concluded since 2000 until 2022, encompassing 

116 digital trade items. These items are organised into ǻve distinct categories: e-commerce and 

digital trade, data-dedicated provisions, new data economy issues, cross-cutting issues related to 

e-commerce, and intellectual property. TAPED documents several types of provisions, including 

market access commitments and deeper regulatory items that are non-discriminatory or serve as 

general and speciǻc exceptions in sectors like services. All provisions are recorded, whether they 

are found in a dedicated digital chapter of a PTA or scattered across other chapters, sections, or 

other texts. 

Additionally, TAPED categorises all provisions by their legal nature, distinguishing between “hard” 

and “soft” commitments. Hard commitments are binding and legally enforceable by the trade 

parties involved, typically worded in a way that allows them to be enforced by another party. 

Failure to comply with these commitments can lead to the issue being addressed through the 

agreement’s dispute settlement mechanism. Soft commitments, on the other hand, are non-

binding and either not legally enforceable or only weakly so. As a result, they cannot be enforced 

through dispute resolution mechanism if not complied with. In TAPED, cooperation provisions are 

generally classiǻed as non-binding unless the treaty explicitly speciǻes an obligation to cooperate 

in certain areas within a deǻned framework and timeframe.17 

16  �Mira Burri and María Vásquez Callo-Müller, TAPED: Trade Agreement Provisions on Electronic Commerce and Data 
Version November 2022, available at: https://unilu.ch/taped; Burri, M., Callo-Müller, M. V., & Kugler, K. (2024). The evolution 
of digital trade law: Insights from TAPED. World Trade Review, 23(2), 190-207.

17  �Textual examples of binding commitments are “shall,” “must,” “shall take appropriate measures,” whereas examples 
of non-binding commitments are “recognize the importance,” “shall work towards,” “promote.” Note that TAPED takes 
into account the fact that some treaties use language that initially can be considered as binding (for instance, when 
“shall” is used) but after which another verb is added so as to the commitments becomes hortatory (for instance “shall 
endeavour”), it is considered as non-binding. 
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2.2 �AI-Related PTA Provisions

For our identiǻcation strategy, we need to extract the AI-related provisions from TAPED. To achieve 

this, we follow the methodology established by Goldfarb and TreǼer (2018) and Meltzer (2018), 

who categorise various areas of AI-related policies.18 Based on their work, we break down the 

AI-related policy provisions into ǻve thematic groups: (1) customs duties on commodities essential 

for AI development; (2) data protection provisions; (3) general data issues; (4) emerging data issues 

and speciǻc AI-related provisions; and (5) intellectual property. 

The ǻrst group on custom duties covers two provisions: whether there is a commitment for the 

non-imposition of custom duties on electronic transmissions and whether the agreement include 

a provision on the custom value of carrier mediums. The second group involves several provisions 

related data privacy such as whether the agreement include provisions on data protection 

recognising certain international standards and whether they are as a least restrictive measure. 

The third group covers speciǻc data-related policies, such as an obligation for the free movement 

of data and a ban on data localisation. 

The next two groups delve into items that are relatively new and not typically discussed under 

the WTO’s mandate, making them part of the WTO-X category. The fourth group encompasses 

a broad array of areas relevant to AI, such as competition policy and provisions related to data 

innovation, including the sharing and reuse of data. This group also addresses provisions on 

standardisation, interoperability, and mutual recognition in the context of digital technologies. 

Lastly, the ǻfth group focuses on intellectual property provisions, covering areas such as trade 

secrets, source codes, algorithms, and more. Table A1 in the annex provides a detailed list of 

the 22 types of AI-related provisions as deǻned in TAPED across the ǻve groups, along with their 

corresponding numbers in the database. 

After selecting the AI-related commitments, cleaning the data, and removing expired PTAs, 

we identiǻed 137 PTAs containing a total of 537 AI-related provisions. Of these, 60 percent are 

classiǻed as hard commitments, while the remaining 40 percent are soft commitments. Most hard 

commitments are found in the ǻrst group related to custom duties (with no soft commitments 

present) and the ǻnal group concerning intellectual property. Provisions on data protection also 

have a high share of hard commitments. However, the other two groups, data issues and new 

data/AI issues, have a much lower percentage of hard commitments, with a higher number of soft 

commitments negotiated in their PTAs. Table A2 in the annex provides a detailed overview of the 

shares for each group.19 

18  �Goldfarb, A., & TreǼer, D. (2018). Artiǻcial intelligence and international trade. In The economics of artiǻcial intelligence: an 
agenda (pp. 463-492). University of Chicago Press; Meltzer, J. P. (2018). The impact of artiǻcial intelligence on international 
trade. Center for technology Innovation at Brookings, 9.

19  �Note that the shares of each category are inǼuenced by number of provisions within each category, which is somewhat 
corrected when computing our depth measure as discussed below. 
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Interestingly, provisions on data protection have experienced the fastest growth in recent years, 

as illustrated in Figure 1 below (left panel), followed by provisions related to intellectual property. 

A signiǻcant increase in commitments is also observed in the area of custom duties. The two data 

chapters have shown the slowest growth over time, with data-related policies only beginning to 

accelerate around 2014 and continuing to rise in recent years. 

Using these sets of commitments, we develop a measure of the depth of AI-related provisions. To 

do this, we construct a simple depth measure, following the approach of Mattoo et al. (2022), by 

calculating the average count of provisions per year, rescaled between 0 and 1.20 We apply this 

method to both hard and soft provisions. As shown in Figure 1 (right panel), the average depth of 

AI-related provisions, encompassing all ǻve groups, has been increasing over the years. Although 

there are some Ǽuctuations, the depth of AI-related provisions, including soft ones, has grown in 

tandem with the rise of depth of all other digital provisions as found in the TAPED database, which 

we also computed and displayed in the panel for comparison. 

FIGURE 1: DEPTH OF DIGITAL/AI-RELATED PROVISIONS & AI-RELATED PROVISIONS BY TYPE 
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20  �Mattoo, A., Mulabdic, A., & Ruta, M. (2022). Trade creation and trade diversion in deep agreements. Canadian Journal of 
Economics/Revue canadienne d’économique, 55(3), 1598-1637.
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2.3 �AI-Intensive Sectors

Our second set of data on AI-reliant industries and sectors are sourced from Eurostat. To select 

sectors that are intensive in the adoption of AI technologies, we apply a novel approach. 

Whereas previous works have selected AI-intensive industries based on R&D21 or intellectual 

property rights, as well as AI-related scientiǻc publications,22 for our purposes these intensity 

measures are either too broad or potentially suǺer from methodological issues. Instead, we use 

data from the Eurostat’s EU Survey on ICT usage and e-commerce in enterprises. This dataset 

provides the most comprehensive and up-to-date source of information on the cross-country 

adoption of AI technologies released by a statistical agency. To the best of our knowledge the 

rich set of information provided by this dataset has not yet been utilised in academic research to 

assess the AI-intensity by sector, apart from Brey and van der Marel (2024).23 

The newly released Eurostat dataset provides the most comprehensive coverage of AI adoption 

across 34 European countries, including the European region as a whole, and 2-digit NACE 

industries for 2021.24 The dataset measures the share of ǻrms that adopt a variety of digital 

technologies, including AI. Our measure of AI adoption includes: (i) text mining, (ii) speech 

recognition, (iii) natural language generation, (iv) image recognition, (v) deep/machine learning, 

(vi) automating decision making, and (vii) autonomous physical movements of machines. For more 

detailed information on each of these AI technologies, see Table A3 in the annex. 

The Eurostat database provides several variables that measure the extent to which enterprises use 

AI technologies. These variables include whether enterprises use at least one, two, or three out 

of seven AI-related technologies, or whether they use AI for speciǻc purposes, such as logistics, 

marketing, or management. Since our focus is on the overall adoption of AI rather than speciǻc 

uses, we prefer to use the non-purpose indicator and select the measure of whether ǻrms use at 

least one AI technology, labelled “e_ai_tany” in the database. This approach captures the most 

variation in the data, as using higher thresholds (such as two or three technologies) risks capturing 

only those sectors considered as AI-producing industries, like IT and information sectors. 

As noted earlier, the Eurostat survey provides data for many European countries individually, as 

well as for the entire region. To avoid endogeneity issues, we opt to use the region-wide indicator 

of AI adoption by each 2-digit sector. This approach is warranted given that ǻrms in countries 

that already trade high levels of AI-related goods and services might be more likely to adopt AI 

technologies, potentially leading to reverse causality. Unfortunately, our AI-intensity data comes 

from the end of our time frame, so we cannot fully eliminate the possibility of endogeneity. 

However, our extremely demanding set of ǻxed eǺects will hopefully take out any endogeneity 

trend (see more below). 

21  �Aghion, P., Jones, B. F., & Jones, C. I. (2017). Artiǻcial intelligence and economic growth (No. w23928). National Bureau of 
Economic Research.

22  Ferencz, J., González, J. L., & García, I. O. (2022). Artiǻcial Intelligence and international trade: Some preliminary implications.
23  �Brey, B., & van der Marel, E. (2024). The role of human-capital in artiǻcial intelligence adoption. Economics Letters, 244, 

111949. McElheran et al (2023) provide similar measures of AI-technology adoption by sector for the U.S., which is in line 
with the data reported in Eurostat. Unfortunately, this data is not available and not consistent with the Eurostat and our 
trade data, which both uses ISIC Rev. 4 classiǻcation. 

24  Eurostat. (2023). EU survey on ICT usage and e-commerce in enterprises [Data set]. Eurostat.
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In selecting our set of industries and sectors which are most AI-intensive, we take those which 

show a share of ǻrms using AI technologies that lies above the median across the full range 

of industries and sectors. Typically, the mean instead of the median is used in such selection 

approach. However, in our case the data is highly skewed: there are many more sectors in which 

a very low share of ǻrms that use an AI-technology, as shown by the density plot in Figure A2 in 

the annex. A simple test of normality of our selected variable of AI-adoption shows that the Chi(2) 

is 0.0041, which is lower than 0.05 implying the null hypothesis of normality rejected, which is 

shown in annex Table A3. Thus, in this case, the median is preferred over the mean as a measure 

of central tendency.25 

TABLE 1: PERCENTAGE OF FIRMS USING AI TECHNOLOGY, BY INDUSTRY/SECTOR

Industry/Sector ISIC Rev.4 codes Percentage of ǻrms 2021

Wood and paper products and printing 16-18 7

Chemicals and non-metallic mineral products 19-23 9

Computer, electronic and optical equipment 26 17

Electrical & machinery eq. 27-28 11

Transport equipment 29-30 12

Publishing, audiovisual & broadcasting 58-60 18

Telecommunications 61 20

IT & information 62-63 28

Real Estate activities 68 7

Professional, scientiǻc, and technical activities 69-75 18

Administrative & support services 77-82 7

Source: authors using Eurostat. 

As a result, we focus only on the sectors in Table 1, indicating they are at or above the median. 

Only these sectors are included in our analysis to evaluate whether AI-related provisions in PTAs 

aǺect trade in these AI-dependent industries and sectors. They are comprised of both goods 

industries and services sectors. 

25  �Moreover, result of the Chi(2) in the normality test considers both the skewness and kurtosis and adjusts for our small 
sample size. Note that the result of the normality test holds even after dropping sectors such as real estate and utilities, 
which are non-market driven sectors. 
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2.4 �Trade

Our third data set covers trade in both goods and services. To ensure a uniǻed set of trade data 

across goods industries and services sectors, we use the OECD TiVA data. 

The advantage of TiVA is that, unlike many other sources, it consistently records trade data for 

both goods and services from 1995 to 2020.26 Additionally, its sector classiǻcation aligns well with 

our independent variables of AI intensity by sector from Eurostat, which is based on ISIC Rev 4 

(see Table 1, column 2). This alignment allows for a perfect match between sectors in our initial 

regressions. Later, we also use the full range of sectors from TiVA and match them with all sectors 

reporting AI intensity, which is harder to achieve with other data sources that include both goods 

and services trade. 

3. �EMPIRICAL STRATEGY

We use a structural gravity approach for our empirical strategy. The gravity model of trade is 

a widely used method to evaluate the impact of bilateral trade policy variables, such as trade 

agreements.27 In our study, the focus is on deep binding and non-binding AI-related provisions in 

PTAs as the key bilateral trade policy variables. 

We carry out our simple empirical strategy in two steps. We ǻrst regress trade in the selected 

AI-technology intensive sectors on our variable measuring depth of binding AI-related provisions. 

In a second step we perform similar regressions separately for non-binding AI-related provisions. 

After that, we perform a series of robustness checks in which we also combine the two indicators. 

Standard practice using the gravity model prescribes that the trade data in the econometric 

speciǻcation follows a Poisson distribution which is estimated by PPML as recommended by 

Santos Silva & Tenreyro (2006, 2011).28 

Using this approach, we estimate equations (1) and (2) as part of our baseline gravity model 

using PPML. These equations measure the trade impact of binding and non-binding AI-related 

provisions, respectively:

(1)

(2)

26  �Another data source that reports both goods and services is the USITC ITPD-E database (Borchert et al., 2021). However, 
we prefer TiVA for the following reasons. First, the services sectors covered in ITPD-E are more aggregate than TiVA 
and therefore does not perfectly match with the classiǻcation by Eurostat. Second, even though the ITPD-E d databases 
record services trade data as of 2000, which is in line with the time frame of our dependent variable of the depth of 
AI-related provisions, early years in this data source comes with gaps. Finally, ITPD-E report trade data till 2019, unlike 
TiVA which is till 2020. 

27  �See Head, K., & Mayer, T. (2014). Gravity equations: Workhorse, toolkit, and cookbook. In Handbook of international 
economics (Vol. 4, pp. 131-195). Elsevier.

28  �Silva, J. S., & Tenreyro, S. (2006). The log of gravity. The Review of Economics and statistics, 641-658; Silva, J. S., & 
Tenreyro, S. (2011). Further simulation evidence on the performance of the Poisson pseudo-maximum likelihood 
estimator. Economics Letters, 112(2), 220-222.
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In both equations, X
ijt
 denotes aggregate exports between origin country i and destination 

country  j as the sum over AI-intensive industries and sectors for year t. The ǻrst term to estimate 

in both equations is PTA
i jt
bin and PTA

i jt
non. These two terms measure the presence of an PTA that 

contains binding or non-binding provisions, respectively. These two dummy variables must 

be seen as a control variable which measures the presence of a shallow PTA, which is a trade 

agreement without any depth. This indicator could be seen as set of trade agreement ǻxed eǺect 

and controls for the timing of the agreement containing AI-related provisions comes into force 

between member countries, aside from any depth of these provisions themselves.29   

Our variable of interest is depth
i jti jt
bin and depth

i jt
non, which capture the depth of AI-related provisions 

in PTAs over time between partner countries. This depth measure changes by the extent to 

which the ǻve groups of AI-related policies are covered for each year by any country pair that 

shares a PTA. A positive and signiǻcant coeǽcient result on either variable indicates that deep 

AI-related binding and non-binding provisions as part of an PTA is associated with greater levels 

of trade between member countries of the agreement, compared to those that shallower PTAs. It 

would mean that in addition to the sheer presence of a PTA containing any AI-related agreement, 

measured by our previous two variables, depth of AI-related agreements matters too. 

Both equations also employ three sets of ǻxed eǺects, namely α
it
, γ

jt
 and δ

i j
, which is standard 

practise in the gravity literature. The ǻrst two terms are deǻned by origin country-time and 

destination country-time, respectively. They control any exporter-year and importer-year speciǻc 

shocks, which theoretically are deǻned as the multilateral resistance terms and which prevents 

us from biasing our results.30 The third term captures the country pair-speciǻc eǺects, which 

also largely controls for any endogeneity concerns that may cause our results to bias upwards,31 

following Baier and Bergstrand (2007).32 By doing so, this means that many other standard gravity 

variables such as distance are collinear with these set of ǻxed eǺects and are therefore dropped 

from our regressions. 

In addition to these country-pair ǻxed eǺects, we also incorporate a linear time trend speciǻc to 

each country pair. This is done to account for the possibility that countries are negotiating deeper 

AI-related provisions within PTAs while global data Ǽows between countries are increasing. AI 

technologies are known to be highly dependent on cross-border data Ǽows,33 which have 

seen signiǻcant growth in recent years. By including this trend eǺect, we capture any potential 

(average) movements speciǻc to a country pair due to this rise. Failing to do so could result in the 

trade eǺect of AI provisions being less likely to be exogenous. This approach helps control for any 

higher-than-average changes in the trend of bilateral AI-intensive trade between countries during 

the sample period compared to countries without any deeper AI-related provisions in PTAs.

29  �Mattoo et al. (2022) state that this term could be interpreted either as a trade agreement ǻxed eǺect, which captures 
country-pair confounding factors determining the timing of trade agreements being signed and changes in trade Ǽows, 
or as an interaction variable that captures the eǺect of an agreement with zero depth—i.e., a shallow PTA.

30  Baldwin, R., & Taglioni, D. (2006). Gravity for dummies and dummies for gravity equations.
31  �Countries are more inclined to accord trade agreements with each other that already trade intensively due to structural 

reasons, such as geography or language, or which are so-called “natural” trading partners. See Krugman, P. (1991). The 
move toward free trade zones. Economic Review, 76(6), 5. See also TreǼer (1993) which discusses the endogeneity 
problem of trade policy in empirical analysis. TreǼer, D. (1993). Trade liberalization and the theory of endogenous 
protection: an econometric study of US import policy. Journal of political Economy, 101(1), 138-160.

32  �Baier, S. L., & Bergstrand, J. H. (2007). Do free trade agreements actually increase members’ international trade?. Journal 
of international Economics, 71(1), 72-95. 

33  McAfee, A., & Brynjolfsson, E. (2017). Machine, platform, crowd: Harnessing our digital future. WW Norton & Company.
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In summary, using these ǻxed eǺects ensures that our coeǽcient results reǼect the trade impacts 

in AI-intensive goods and services of the depth of binding and non-binding AI-related provisions 

in PTAs over time within each country pair involved in the agreement, as well as the eǺects of 

these provisions across other country pairs. Standard errors are initially two-way clustered by 

country-pair and time, as recommended by Egger and Tarlea (2015).34

Finally, we also incorporate various control variables in the extended baseline regression as part 

of our robustness checks. For now, however, we include only one additional control variable 

for PTAs, in line with previous research, namely RTA. We use the RTA dummy from the ITPD-E 

database, which is sourced from the Mario Larch’s Regional Trade Agreements Database and 

which is corrected and cleaned.35 This RTA variable accounts for all PTAs that country pairs have 

agreed upon, excluding those with AI-related provisions. Note that these PTAs may still contain 

binding and non-binding digital provisions listed in TAPED, but their commitments do not fall 

within the scope of the AI-related provisions we selected, as shown in Table A1. 

Note, furthermore, that we also preform regressions for each of the ǻve groups of AI-related 

provisions as previously discussed and shown in Table A1. We do that for both the binding and 

non-binding provisions separately for reasons explained below. 

4. �RESULTS AND ROBUSTNESS CHECKS

Table 2 reports the baseline regression results. The ǻrst two columns report the coeǽcient 

results for digital PTAs with binding provisions, as per equation (1). The last two columns present 

the results for PTAs with non-binding provisions, as per equation (2). Although we run separate 

regressions for the two types of provisions to avoid potential collinearity, we later include them 

together to ensure the consistency of the results. The results indicate that binding AI-related 

provisions (i.e. Depth bind) have a positive and signiǻcant eǺect on trade in AI-related sectors and 

industries, with an estimated economic impact of around 13.2 percent.36 Non-binding AI-related 

provisions (i.e. Depth non) also show a positive and signiǻcant eǺect, with an economic impact of 

approximately 11.8 percent.37 

34  �Egger, P. H., & Tarlea, F. (2015). Multi-way clustering estimation of standard errors in gravity models. Economics Letters, 
134, 144-147.

35  �Egger, P., & Larch, M. (2008). Interdependent preferential trade agreement memberships: An empirical analysis. Journal 
of international Economics, 76(2), 384-399.

36  �This impact is computed by taking the expected value and correcting for the shallow digital PTA bind eǺect: exp((0.150)+(-
0.026))*100-100=13.2 percent. 

37  �Note that the negative results on the shallow digital FTA variables for both binding and non-binding provisions are in line 
with previous research in Mattoo et al. (2022).
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TABLE 2: BASELINE REGRESSION RESULTS

(1)
EXP

(2)
EXP

(3)
EXP

(4)
EXP

PTA bind -0.025
(0.126)

-0.026
(0.109)

  

Depth bind 0.150*
(0.053)

PTA non -0.022
(0.184)

-0.019
(0.248)

Depth non 0.131*
(0.074)

RTA
-0.008
(0.701)

-0.009
(0.671)

-0.011
(0.574)

-0.014
(0.478)

Obs. 119259 119259 119259 119259

FE Imp-year Yes Yes Yes Yes

FE Exp-year Yes Yes Yes Yes

FE Pair Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes

Period 2000-2020 2000-2020 2000-2020 2000-2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 

Both results are only signiǻcant at the 10 percent level, likely because of the extremely strict pair 

trend eǺects. Additionally, combining the ǻve groups may obscure important diǺerences in what 

drives the overall positive eǺect of both types of provisions. To address this, our next step is to 

separately regress each of the ǻve groups of AI-related provisions, as outlined in Table A1. We do 

this for both binding and non-binding provisions. The results are presented in Table 3.

The table indicates that binding provisions on custom duties for digital goods and data protection 

have a positive and signiǻcant eǺect. However, no signiǻcant eǺect is observed for binding 

provisions related to data Ǽows, new data and AI-related issues, or intellectual property (IP). On 

the other hand, non-binding provisions show a positive and signiǻcant eǺect for data-related 

regulations, both the ones related to the free Ǽow of data and new data issue. Finally, IP-related 

provisions show no signiǻcant impact for either binding or non-binding provisions. Despite the 

high correlation between binding and non-binding provisions for some groups, as can be seen 

in Annex Table A5, results remain largely similar when entering both binding and non-binding 

provisions for each group together, as shown in Annex Table A6.

4.1 �Robustness Checks

We conduct several robustness checks to ensure the results remain signiǻcant. First, we add 

control variables related to globalisation eǺects, data regulation, and protection governance. 

Second, we introduce intervals, leads, and lags in line with the empirical gravity literature. Lastly, 
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we use an alternative gravity model, namely by pooling over all industries and sectors, where we 

interact our key variable with the AI-intensity measure.

To ensure the robustness of our estimates and avoid bias in the eǺects of bilateral trade policies, 

we follow the methodology suggested by Yotov et al. (2016) and Yotov (2022), which includes both 

international and intranational trade Ǽows in the dependent variable.38 This approach accounts 

for potential biases arising from the omission of domestic trade Ǽows. Following Bergstrand et al. 

(2015), we control for common globalisation trends by including a vector of time-varying border 

dummy variables.39 These dummies take the value of 1 for international trade Ǽows (i≠j) and 0 

for domestic trade Ǽows (i=j) in each year. This allows us to isolate the eǺects of globalisation 

from the speciǻc impacts of bilateral trade policies and other regulatory factors, ensuring that our 

estimates are not overstated due to broader global trends.

TABLE 3: BASELINE REGRESSION RESULTS BY GROUP

(1)
EXP

(2)
EXP

(3)
EXP

(4)
EXP

(5)
EXP

(6)
EXP

(7)
EXP

(8)
EXP

(9)
EXP

Binding digital provisions Non-binding digital provisions

PTA
-0.026*
(0.094)

-0.026*
(0.083)

-0.024
(0.162)

-0.036*
(0.065)

-0.030*
(0.053)

-0.023
(0.145)

-0.026
(0.100)

-0.021
(0.175)

-0.024
(0.156)

Duty
0.149**
(0.023)

Data protection
0.197**
(0.043)

0.106
(0.122)

Data Ǽow
-0.049
(0.379)

0.088*
(0.067)

New
0.055
(0.417)

0.124**
(0.043)

IP
0.071

(0.226)
-0.045
(0.559)

RTA
-0.003
(0.873)

-0.001
(0.964)

-0.003
(0.897)

0.002
(0.907)

0.002
(0.909)

-0.004
(0.841)

-0.007
(0.738)

-0.004
(0.840)

-0.003 
(0.891)

Obs. 119238 119238 119238 119238 119238 119238 119238 119238 119238

FE Imp-year Yes Yes Yes Yes Yes Yes Yes Yes Yes

FE Exp-year Yes Yes Yes Yes Yes Yes Yes Yes Yes

FE Pair Yes Yes Yes Yes Yes Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes Yes Yes Yes Yes Yes

Period
2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 

38  �Yotov, Y. V., Piermartini, R., & Larch, M. (2016). An advanced guide to trade policy analysis​: The structural gravity model. WTO 
iLibrary; Yotov, Y. V. (2022). On the role of domestic trade Ǽows for estimating the gravity model of trade. Contemporary 
Economic Policy, 40(3), 526-540.

39  �Bergstrand, J. H., Larch, M., & Yotov, Y. V. (2015). Economic integration agreements, border eǺects, and distance elasticities 
in the gravity equation. European Economic Review, 78, 307-327.
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In Table 4, we include two control variables that measure the extent to which unilateral regulations 

on data have been implemented between any country pair, alongside the globalisation dummies 

discussed above. In recent years, many countries have started regulating cross-border data 

Ǽows and personal data privacy. These rules generally follow three regulatory models, each with 

distinct characteristics: the open transfer model, the conditional transfer model with safeguards, 

and the government-controlled transfer model. The open model is characterised by the absence 

of restrictions on cross-border data Ǽows, whereas the conditional transfer model features certain 

conditions for the transfers of personal data. The controlled model is characterised by extensive 

restrictions on cross-border data transfers and by systematic control of personal data by national 

authorities.40 

These three data governance models have become a key reference for countries worldwide when 

establishing rules for cross-border data transfers and domestic processing of personal data.41 

Additionally, many countries have begun developing and implementing their own comprehensive 

regulatory frameworks for personal data protection. Such a framework includes the consent of the 

data subject for data collection, extensive rights including the right to access, modify and delete 

data, and in most cases the establishment of data protection authorities. While these regulations 

may raise business costs, primarily due to compliance, they are also expected to build consumer 

trust in the digital economy in the long term. 

Ferracane and van der Marel (2025) show that having similar data models between country pairs 

aǺects their digital trade performance, with varying impacts based on the speciǻc data model and 

whether a data protection regime is in place.42 Building on their data and approach, we construct 

two dummy variables to evaluate whether any country pair in our dataset follows the same 

regulatory data model and if they share a data protection regime. The ǻrst dummy measures 

whether a country pair follows any of the three data models, open, conditional, or closed, while 

the second dummy indicates whether the pair has implemented a comprehensive data protection 

regime.

The results of incorporating the two data-related control variables and domestic Ǽows are 

presented in Table 4. We directly run the regressions by group of AI-related provisions and 

compare these ǻndings with those from Table 3. The results in Table 4 remain largely consistent 

with those in Table 3, except that the signiǻcance for new data and AI-related provisions is weaker. 

Both control variables show a negative outcome and shows a weak signiǻcance for countries 

sharing a similar regulatory data model. One possible explanation for these negative results is that  

 

 

 

 

 

40  See Table A7 for the speciǻc characteristics of each data model, as outlined by Ferracane and van der Marel (2025).
41  �The open model, commonly associated with the U.S., is dominant in North America, while the closed model used by 

China is prevalent in East Asia. The conditional model, largely driven by the EU, has become widely adopted in Latin 
America, Oceania, and parts of Africa.

42  �Ferracane, M. F., & van Der Marel, E. (2025). Governing personal data and trade in digital services. Review of International 
Economics, 33(1), 243-264.
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two out of the three data models, as well as a comprehensive data protection regime, introduce 

signiǻcant compliance costs in the form of ǻxed costs, as noted by Frey and Presidente (2024).43

TABLE 4: BASELINE REGRESSION RESULTS BY GROUP, INCLUDING CONTROL VARIABLES OF 

REGULATORY DATA POLICIES 

(1)
EXP

(2)
EXP

(3)
EXP

(4)
EXP

(5)
EXP

(6)
EXP

(7)
EXP

(8)
EXP

(9)
EXP

Binding digital provisions Non-binding digital provisions

PTA
-0.019
(0.246)

-0.020
(0.227)

-0.016
(0.392)

-0.031
(0.129)

-0.023
(0.163)

-0.015
(0.360)

-0.019
(0.274)

-0.014
(0.402)

-0.017
(0.337)

Duty
0.150**
(0.026)

Data protection
0.205**
(0.041)

0.106
(0.136)

Data Ǽow
-0.068
(0.230)

0.084*
(0.089)

New
0.066
(0.323)

0.118*
(0.064)

IP
0.069
(0.248)

-0.030
(0.705)

RTA
-0.015
(0.478)

-0.012
(0.565)

-0.015
(0.488)

-0.010
(0.623)

-0.009
(0.669)

-0.015
(0.470)

-0.017
(0.401)

-0.015
(0.477)

-0.013
(0.523)

Frame CB
-0.022*
(0.065)

-0.022*
(0.060)

-0.022*
(0.061)

-0.022*
(0.057)

-0.022*
(0.059)

-0.022*
(0.061)

-0.022*
(0.064)

-0.022*
(0.061)

-0.022*
(0.064)

Frame Protection
-0.016
(0.445)

-0.017
(0.432)

-0.014
(0.518)

-0.011
(0.585)

-0.014
(0.516)

-0.016
(0.457)

-0.015
(0.487)

-0.016
(0.463)

-0.015
(0.485)

Obs. 109977 109977 109977 109977 109977 109977 109977 109977 109977

FE Imp-year Yes Yes Yes Yes Yes Yes Yes Yes Yes

FE Exp-year Yes Yes Yes Yes Yes Yes Yes Yes Yes

FE Pair Yes Yes Yes Yes Yes Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes Yes Yes Yes Yes Yes

Period
2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 

43  �Frey, C. B., & Presidente, G. (2024). Privacy regulation and ǻrm performance: Estimating the GDPR eǺect globally. Economic 
Inquiry, 62(3), 1074-1089. The authors found that the GDPR, being a conditional model personal data, incurred new ǻxed 
costs, indicating a signiǻcant increase of compliance costs for forms dealing with European personal data. Additionally, 
the authors found that companies in third countries exposed to digital imports from Europe experienced a negative 
impact on proǻtability. This suggests that, beyond compliance costs, trade costs also increased for these companies due 
to the GDPR. Other works assessing economic impacts of the GDPR focus on online outcomes rather than trade, such as 
Goldberg et al. (2023), Aridor et al. (2023), Congiu et al. (2022), Janssen et al. (2022) Johnson et al. (2023).
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Our next robustness check is to perform regressions using intervals for our trade data, in addition 

to applying the lags and leads, following work by Cheng and Wall (2005).44 This approach is widely 

used in works assessing the impact of regional trade agreements.45

Interval data. To address potential timing issues in trade Ǽow adjustments and account for the 

gradual shifts in trade patterns due to implementation of bilateral trade agreements, the gravity 

literature suggests using multi-year intervals instead of annual data. Since many AI-related 

provisions in PTAs involve complex regulatory rules, ǻrms may take time to adjust to these new 

conditions, which could delay trade pattern changes. Following this standard approach, we modify 

our analysis using 4-year intervals. The results, shown in columns (1)-(2) of Table A8, indicate that 

both depth variables for binding and non-binding provisions remain statistically signiǻcant with 

similar coeǽcient sizes. Additionally, the coeǽcient results for the two FTA variables now also 

become signiǻcant. 

Lagged variables. Second, to further address the possibility of gradual adjustments in trade 

patterns due to new AI-related provisions, we include lagged explanatory variables in our 

regression models, following Baier and Bergstrand (2007).46 This method captures potential 

phased-in eǺects of trade policies, as sectors and industries may take time to adapt to new 

regulatory environments. Adding lagged variables alongside the intervals helps account for these 

slow adjustments. The results, presented in columns (3)-(4) of Table A7, show that the two lagged 

depth variables become insigniǻcant, indicating no additional phased-in eǺects beyond the 

interval method. Moreover, the main depth variables without the lag also lose signiǻcance. 

Lead variables. The third check involves applying a lead to the explanatory variables. As 

explained by Larch et al. (2019), this can be seen as a placebo test, where the expected outcome 

is no signiǻcant eǺect, as the provisions shouldn’t impact trade before they are implemented.47 If 

signiǻcant results appear, it may suggest that anticipatory eǺects are at play, potentially due to 

unobserved factors related to AI-related provisions and possibly indicating potential endogeneity. 

The results, presented in columns (5) and (6) of Table A7, show no such eǺects, suggesting this 

is not a concern in our data. However, the main depth variables without the leads also remain 

insigniǻcant.

Additionally, we have also performed regressions using the log of our AI-intensity taking a 

threshold of selection AI-intensive measures using the mean instead the median. Doing so 

excludes three sectors, which are real estate, administrative services, and wood and paper 

products and printing. However, results remain largely consistent as reported in Annex Table A9 

when regressing the baseline speciǻcation by the groups of AI-related provisions. 

44  �Cheng, I.-H., & Wall, H. J. (2005). Controlling for heterogeneity in gravity models of trade and integration. Federal Reserve 
Bank of St. Louis Review, 87(1), 49–63.

45  �Baier, S. L., & Bergstrand, J. H. (2007). Do free trade agreements actually increase members’ international trade?. Journal 
of international Economics, 71(1), 72-95; Bergstrand, J. H., Larch, M., & Yotov, Y. V. (2015). Economic integration agreements, 
border eǺects, and distance elasticities in the gravity equation. European Economic Review, 78, 307-327; Larch, M., 
Wanner, J., Yotov, Y. V., & Zylkin, T. (2019). Currency unions and trade: A PPML re‐assessment with high‐dimensional ǻxed 
eǺects. Oxford Bulletin of Economics and Statistics, 81(3), 487-510.

46  Ibid.
47  Ibid.
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4.2 �Pooled Gravity 

Our ǻnal robustness check consists of applying an alternative gravity model which is comprised of 

interaction terms. In particular, we extend our baseline gravity by pooling across all industries and 

sectors instead of using aggregate trade data by only selecting the most AI-intensive industries. 

This alternative strategy follows French (2019),48 French and Zylkin (2024),49 and Brunei and Zylkin 

(2022)50 who similarly perform analysis using sector-level trade data.51 As discussed in these 

works, doing so corrects for any potential aggregation bias. Moreover, this strategy also enables 

us to control for any time-variant unobserved factors that determine bilateral trade as it enables to 

apply more stringent ǻxed eǺects. Typically, this method replaced a sector-by-sector estimation 

and oǺers an average treatment eǺect. 

As a result, we estimate the trade eǺects of AI-related provisions on bilateral trade Ǽows as follows: 

(3)

(4)

where X
ijkt

 in both equations represent exports pooled over all industries and sectors k between 

origin country i and destination country j for year t. The terms PTA
i jt
bin and PTA

i jt
non are dummy 

variables for PTAs between partner countries containing binding and non-binding AI-related 

provisions, respectively, in equation (3) and (4). Similarly, both depth
i jti jt
bin and depth

i jt
non are the depth 

of AI-related provisions in FTAs over time between partner countries. 

This approach uses speciǻc proxies of sectoral intensities, referred to as sectoral weights, which 

represent our measure of AI-intensity, AI
k
. These proxies are interacted with all four terms in both 

equations. The rationale behind this is that the two key variables of interest vary by country-pair 

over time. By interacting them with intensity measures, we base our identiǻcation strategy on the 

fact that certain sectors are more aǺected by AI-related provisions in digital PTAs than others, 

which the baseline gravity model cannot capture. We also do this for our two data-related control 

variables. Rather than using a dummy indicator above a certain threshold, we directly use the 

sectoral share of ǻrms adopting at least one AI technology and interact this with the digital PTA 

and depth variables. 

Further, as mentioned earlier, the ǻxed eǺects must be expanded and adjusted using pooled 

gravity. Speciǻcally, the terms α
ikt

, γ
jkt

, δ
i jk

, and δ
i jt

 denote the set of applied ǻxed eǺects that 

incorporate a sector-level dimension. In respectively order, they correspond to the exporter-

sector-time, importer-sector-time, exporter-importer-sector, and ǻnally the exporter-importer-

48  �French, S. (2017). Comparative advantage and biased gravity. UNSW Business School Research Paper, (2017-03).
49  �French, S., & Zylkin, T. (2024). The eǺects of free trade agreements on product-level trade. European Economic Review, 

162, 104673.
50  �Brunel, C., & Zylkin, T. (2022). Do cross‐border patents promote trade?. Canadian Journal of Economics/Revue canadienne 

d’économique, 55(1), 379-418.
51  �Baier and Bergstrand (2007) use these three-way ǻxed eǺects to estimate the impact of trade agreements on trade, 

whereas Brunel and Zylkin (2022) use this structure to assess the impact of cross-border patent ǻllings on trade. See 
French (2017) for further discussion on this topic. 
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year ǻxed eǺects. The ǻnal term of ǻxed eǺects substitutes for pair-time varying variables in 

equations (1) and (2) when conducting an aggregate gravity model. These ǻxed eǺects therefore 

subsume our dummy variable of PTA
i jt
bin and PTA

i jt
non and all other non-digital PTAs. Moreover, like 

above, pair-trend eǺects are applied. Finally, ε
odkt

 is the error term. All regressions apply two-way 

clustering by exporter-importer, as before. 

Table 5 presents the results of these pooled gravity regressions. It shows that the depth variables for 

both binding and non-binding AI-related provisions are positive and highly signiǻcant. In comparison 

to Table 2, the coeǽcient signs for shallow digital PTA variables are positive (though insigniǻcant) 

for binding provisions in columns (1)-(2), while they remain negative (and also insigniǻcant) for 

non-binding provisions in columns (3)-(4). The coeǽcient sizes for the two depth variables are 

considerably lower than in Table 2, suggesting an economic impact of around 1 percent.

However, since the interaction terms involve two continuous variables, the method for calculating 

the economic marginal eǺects changes. These eǺects must be multiplied by the unit of 

measurement for a digital PTA. Using the average number of digital PTAs for each reporter country 

across all its partner countries over the entire sample of years in our dataset, which is 12.17, the 

average economic impact for a country with a digital PTA containing deep binding provisions 

ranges between 12.5-13.5 percent, while for deep non-binding provisions the trade eǺect is around 

8.5 percent. These results are consistent with the results found in Table 2, albeit slightly lower. 

TABLE 5: REGRESSIONS WITH INTERACTION TERM USING AI INTENSITY 

(1)
EXP

(2)
EXP

(3)
EXP

(4)
EXP

FTA bind * AI
0.002
(0.292)

0.001
(0.506)

Depth bind * AI
0.009***
(0.005)

FTA non * AI
-0.001
(0.601)

-0.001
(0.450)

Depth non * AI
0.008***
(0.007)

Frame CB * AI
-0.001
(0.407)

-0.000
(0.717)

-0.001
(0.419)

-0.000
(0.712)

Frame Data Protection * AI
-0.005*
(0.061)

-0.004*
(0.094)

-0.005*
(0.057)

-0.004*
(0.085)

Obs. 2144466 2144466 2144466 2144466

FE Exp-Ind-Year Yes Yes Yes Yes

FE Imp-Ind-Year Yes Yes Yes Yes

FE Pair-Ind Yes Yes Yes Yes

FE Pair-Year Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes

Period 2000-2020 2000-2020 2000-2020 2000-2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 
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5. �CONCLUSION AND DISCUSSION

In recent years, the number of non-binding digital provisions in PTAs has grown signiǻcantly, 

alongside a notable increase in binding digital provisions. While binding provisions are legally 

enforceable, non-binding provisions are not, leading to expectations that the latter would have 

less economic impact on trade. However, non-legally enforceable digital provisions in PTAs have 

been rising at a faster rate than legally enforceable ones. Additionally, their economic impact 

remains uncertain: previous research on goods trade suggests that non-binding provisions may 

still have signiǻcant trade eǺects.52

This paper has explored the impact of both digital legally binding and non-binding provisions in 

Preferential Trade Agreements (PTAs) on digital trade, with a focus on the signiǻcant inǼuence 

of non-binding provisions. For our identiǻcation strategy, we speciǻcally examine AI-related 

provisions, distinguishing between legally binding (hard) and non-binding (soft) types, and assess 

their impact on AI-intensive industries and sectors. We follow the classiǻcation framework from 

Goldfarb and TreǼer (2018) and Meltzer (2018), organising AI-related provisions into ǻve categories: 

(1) customs duties on essential AI commodities, (2) data protection, (3) general data issues, (4) 

emerging data and speciǻc AI provisions, and (5) intellectual property rights.53

Our ǻndings show that both binding and non-binding AI-related provisions signiǻcantly inǼuence 

trade in AI-intensive industries. Binding provisions, particularly those related to customs duties 

and data protection, have a strong impact on AI-related trade. On the other hand, non-binding 

provisions mainly aǺect trade through issues related to cross-border data Ǽows and emerging 

data areas, such as data innovation and competition policy. These results hold under various 

robustness tests commonly found in gravity literature, including using time intervals, leads, lags, 

and pooled gravity regressions. 

The diǺerence in outcomes among AI-related provisions could be traced back to regulatory 

practices. For example, customs duties on AI and other digital goods have long been a focus 

for policymakers and are key aspects in multilateral trade negotiations under the WTO. The 

Information Technology Agreement (ITA), which eliminates tariǺs on high-tech products used in 

AI, is one such example. This agreement extends beneǻts even to non-members through the 

most-favoured nation (MFN) principle. Therefore, the risk for policymakers in committing to these 

provisions in PTAs is relatively low, even for countries that are not part of the agreement.

Similarly, rules related to data protection are now well-established worldwide. By 2022, over 

80 percent of the 160 countries analysed had adopted comprehensive data protection laws, 

as illustrated in Annex Figure A3. Most of these countries have developed their data protection 

regulations based on a common model of conditional transfer, requiring certain conditions for the 

transfers of personal data.54 Although the WTO does not cover this data protection regulations, 

52  �Mattoo, A., Mulabdic, A., & Ruta, M. (2022). Trade creation and trade diversion in deep agreements. Canadian Journal of 
Economics/Revue canadienne d’économique, 55(3), 1598-1637.

53  �Goldfarb, A., & TreǼer, D. (2018). AI and international trade (No. w24254). National Bureau of Economic Research; Meltzer, 
J. P. (2018). The impact of artiǻcial intelligence on international trade. Center for technology Innovation at Brookings, 9.

54  �Ferracane, M. F., & van Der Marel, E. (2025). Governing personal data and trade in digital services. Review of International 
Economics, 33(1), 243-264.
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the widespread adoption of a uniǻed regulatory framework could encourage countries to make 

further binding commitments in PTAs. 

However, the readiness to make binding commitments may not extend to less developed 

regulatory areas globally. Although many PTAs include rules for data Ǽows, there are signiǻcant 

diǺerences among the countries involved. Over the past decade, regulatory measures aǺecting 

cross-border data Ǽows have become more restrictive, with some rules even prohibiting the free 

movement of personal data.55 This potentially elevates the regulatory challenges for policymakers, 

which may lead to a preference for non-binding provisions. Even so, our ǻndings indicate that 

non-binding provisions can still exert an inǼuence on trade, particularly in evolving areas like data 

innovation and AI regulations.

Similarly, emerging data issues like data innovation and AI regulations are also relatively new and 

remain underdeveloped in many countries. For example, only a few countries have set up speciǻc 

rules for AI, such as mutual recognition of AI systems and regulations on automated decision-

making. Likewise, policies on competition, open government data, and data sharing are relatively 

new to governments. This uncertainty may lead policymakers to make non-binding commitments 

in these areas within in PTAs, which, as our ǻnding suggests, can still inǼuence trade. 

55  �González, J. L., Casalini, F., & Porras, J. (2022). A preliminary mapping of data localisation measures.
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ANNEX 

FIGURE A1: NUMBER OF PTAS WITH DIGITAL PROVISIONS (2000-2020)
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Source: authors using TAPED. Note: depth measures are non-rescaled number of digital provisions. See text 
how average depth is computed.

TABLE A1: THEMATIC GROUPS OF SELECTED AI-RELATED PROVISIONS IN PTAS

Provision Question TAPED

1 Custom duties *

Non-imposition of 
custom duties

Is there a provision on the non-imposition of custom duties on 
electronic transmissions?

1.4.1

Duty custom value
Does the agreement include a provision on the custom value of 
carrier mediums?

1.4.2

2 Data protection  

Data protection provision Does the agreement include provisions on data protection? 2.1.1

Key principles *
Does the agreement include provisions on data protection 
recognising certain key principles?

2.1.4

International standards
Does the agreement include provisions on data protection 
recognising certain international standards?

2.1.5

Least restrictive manner
Does the agreement include provisions on data protection as a least 
restrictive measure?

2.1.6
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3 Data Ǽows ***  

Free movement of data
Does the e-commerce/digital trade chapter include a provision on 
the free movement of data?

2.2.1

Mechanism to address 
barriers

Does the e-commerce/digital trade chapter contain a mechanism to 
address barriers to data Ǽows?

2.2.2

Banning data localisation
Does the e-commerce/digital trade chapter contain a provision 
banning or limiting data localisation requirements?

2.2.3

4 New data & AI issues  

Competition policy
Does the agreement contain a provision on competition policy 
related to the digital economy?

3.1

Speciǻc AI provision Does the agreement contain a provision on Artiǻcial Intelligence (AI)? 3.5

Government 
procurement

Does the agreement include an understanding or provisions allowing 
government procurement including by use of electronic means?

3.6

Standards, 
interoperability & mutual 
recognition

Does the agreement include an understanding or speciǻc provisions 
on standardisation, interoperability, or mutual recognition regarding 
digital means?

3.7

Open government data
Does the agreement include a provision on open government data or 
open data?

2.5.2

Data innovation
Does the agreement contain a provision referring to data innovation, 
allowing data to be shared and reused? ****

2.6.1

5 Intellectual Property (IP)  

Limitations copyright *****
Does the agreement include limitations and exceptions to copyright 
and related rights?

5.6

Balance copyright
Does the agreement include provisions that balance the copyright 
and related rights system?

5.7

Text Mining
Does the agreement include copyright exceptions for Text and Data 
Mining or Computational analysis?

5.8

Trade secrets
Does the agreement include provisions on trade secrets, or similar/
like protection of undisclosed information/protection of data?

5.11

Software
Does the agreement include provisions on patents for computer 
implemented inventions (patents for software)?

5.17

Source codes
Does the agreement include prohibitions to require the transfer of, or 
access to, source code of software owned by a person, as a condition 
for the import, distribution, sale, or use of such software?

1.9.1

Algorithm
Does the provision on source code make a separate reference to 
transfer of, or access to, an algorithm?

1.9.2

Source: authors using TAPED. Note: * No non-binding principle for this section. ** Includes limitations on e.g. 
data collection, re-purposing, safeguards, accountability, non-discrimination, etc., *** Contain only provisions 
within an e-commerce/digital trade chapter in PTA, **** Including through the use of data-related regulatory 
sandboxes, ***** This can be a provision that goes beyond the language of TRIPS and the 1996 WIPO Internet. 



OCCASIONAL PAPER – No. 12/2025

28

TABLE A2: SELECTED AI-RELATED PROVISIONS, DIVIDED BY HARD AND SOFT COMMITMENTS

Category Provisions Hard Soft Share

1 Custom duties Non-imposition of custom duties, Data custom value 97 0 18%

2 Data protection
Data protection provision, Key principles, International 
standards, Least restrictive manner

84 106 35%

3 Data issues
Free movement of data, Mechanisms to address barriers, 
Ban on data localisation

30 28 11%

4
New data & AI 
issues

Competition policy, Speciǻc AI provisions, Government 
Procurement, Standards, Inter-operability & mutual rec-
ognition, Open government data, Data innovation

13 51 12%

5
Intellectual 
Property

Limitations copyright, Balance copyrights, Text Mining, 
Trade secrets, Software, Source codes, Algorithm

100 28 24%

 Total 324 213 537

 Share 60% 40% 100%

Source: authors.

TABLE A3: TYPES OF AI TECHNOLOGIES AS MEASURED BY EUROSTAT

Type of AI technology Description

Text mining (TM) Technologies analysing written language

Speech recognition (SR) Technologies converting spoken language into a machine-readable format

Natural language generation (LG) Technologies generating written or spoken language

Image recognition (IR)
Technologies identifying objects or people based on images, covering both 
image recognition and processing

Machine learning (ML) Machine learning (e.g. deep learning) for data analysis

Automating decision making (PA)
Technologies automating diǺerent workǼows or assisting in decision-making 
(AI based software robotic process automation)

Autonomous decisions (AD)
Physical movement of machines via autonomous decisions based on 
observation of surroundings

Source: Eurostat. (2023). EU survey on ICT usage and e-commerce in enterprises [Data set]. Eurostat.
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FIGURE A2: KERNEL DENSITY ESTIMATE FOR NORMAL DISTRIBUTION OF AI-INTENSITY 
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Source: authors using Eurostat.

TABLE A4: SKEWNESS AND KURTOSIS TEST OF NORMALITY OF AI-INTENSITY VARIABLE

Joint test

AI-intensity Obs. Pr(skewness) Pr(kurtosis) Adj chi2(2) Prob>chi2

e_ai_tany (Eurostat variable) 21 0.002 0.0359 10.99 0.0041

Note: e_ai_tany denotes Enterprises use at least one of the AI technologies, being AI technologies 

for performing analysis of written language, AI technologies for converting spoken language 

into machine-readable format, AI technologies for generating written or spoken language, AI 

technologies for identifying objects or persons based on images, AI technologies for machine 

learning (e.g. deep learning), AI technologies automating diǺerent workǼows or assisting in 

decision making, AI technologies enabling physical movement of machines via autonomous 

decisions based on observation of surroundings.
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TABLE A5: CORRELATION MATRIX 

Variables
Data  

prot bind
Data  

prot non
Data  

Ǽow bind
Data  

Ǽow non New bind New non IP bind IP non

Data prot bind 1.00

Data prot non 0.80*** 1.00

Data Ǽow bind 0.13*** 0.15*** 1.00

Data Ǽow non 0.70*** 0.80*** 0.03*** 1.00

New bind 0.81*** 0.61*** -0.02*** 0.72*** 1.00

New non 0.73*** 0.87*** 0.17*** 0.91*** 0.66*** 1.00

IP bind 0.68*** 0.84*** 0.15*** 0.88*** 0.68*** 0.87*** 1.00

IP non 0.81*** 0.62*** 0.13*** 0.71*** 0.94*** 0.68*** 0.68*** 1.00

Note: * p < 0.10, ** p < 0.05, *** p < 0.01.
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TABLE A6: BASELINE REGRESSION RESULTS BY GROUP, TYPE OF PROVISIONS ENTERED 

TOGETHER

(1)
EXP

(2)
EXP

(3)
EXP

(4)
EXP

(5)
EXP

FTA bind -0.021
(0.182)

-0.029
(0.232)

-0.019
(0.464)

-0.029
(0.275)

-0.027
(0.269)

FTA non -
0.008
(0.742)

0.006
(0.826)

-0.012
(0.636)

0.012
(0.640)

Depth Duty bind 0.157**
(0.016)

Depth Data prot bind 0.332**
(0.028)

Depth Data prot non -0.099
(0.338)

Depth Data Ǽow bind -0.095
(0.134)

Depth Data Ǽow non 0.115**
(0.026)

Depth New bind 0.126*
(0.077)

Depth New non 0.177***
(0.010)

Depth IP bind
0.138**
(0.037)

Depth IP non
-0.156*
(0.060)

PTA
-0.013
(0.511)

-0.012
(0.569)

-0.023
(0.282)

-0.008
(0.706)

-0.011
(0.582)

Obs. 119259 119259 119259 119259 119259

FE Imp-Year Yes Yes Yes Yes Yes

FE Exp-Year Yes Yes Yes Yes Yes

FE Pair Yes Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes Yes

Period 2000-2020 2000-2020 2000-2020 2000-2020 2000-2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 

TABLE A7: DESCRIPTION OF GLOBAL DATA MODELS

Data model Cross-border transfers

Open (OP)
Self-certiǻcation; self-assessment schemes; ex-post accountability; trade agreements and 
plurilateral/bilateral arrangements as only means to regulate data transfers.

Conditional (CO)
Conditions to be fulǻlled ex-ante, including adequacy of the recipient country, binding corporate 
rules (BCR), standard contract clauses (SCCs,) data subject consent, codes of conduct, etc. 

Control (GC)
Strict conditions including bans to transfer data cross border; local processing requirements: 
ad hoc government authorisation for data transfers; infrastructure requirements; ex-ante 
security assessments.

Source: authors. 
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TABLE A8: BASELINE REGRESSION RESULTS FOR INTERVALS, LAGS AND LEADS

(1)  
EXP

(2)
EXP

(3)
EXP

(4)
EXP

(5)
EXP

(6)
EXP

Intervals Lags Leads

FTA bind -0.052**
(0.016)

-0.045
(0.146)

0.017
(0.570)

Depth bind 0.164**
(0.042)

-0.059
(0.636)

-0.034
(0.855)

FTA non -0.041*
(0.073)

-0.040
(0.192)

-0.031
(0.318)

Depth non 0.132*
(0.088)

-0.031
(0.740)

-0.005
(0.969)

PTA
-0.011
(0.652)

-0.021
(0.397)

-0.024
(0.437)

-0.042
(0.126)

-0.053
(0.147)

-0.027
(0.406)

FTA t-4bind
-0.090***
(0.001)

Depth t-4
bind 0.207

(0.245)

FTA t-4
non -0.043

(0.101)

Depth t-4
non 0.180

(0.135)

PTA t-4

0.063**
(0.035)

0.036
(0.186)

FTA t+4
bind 0.031

(0.310)

Depth t+4
bind 0.239*

(0.096)

FTA t+4
non 0.062*

(0.062)

Depth t+4
non 0.173

(0.103)

PTA t+4
0.022
(0.514)

0.012
(0.720)

Obs. 33642 33642 28005 28005 27915 27915

FE Imp-year Yes Yes Yes Yes Yes Yes

FE Exp-year Yes Yes Yes Yes Yes Yes

FE Pair Yes Yes Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes Yes Yes

Period 2000-2020 2000-2020 2000-2020 2000-2020 2000-2020 2000-2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 
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TABLE A9: ROBUSTNESS CHECK RESULTS BY GROUP: LOG MEAN AI-INTENSITY, EXCLUDING 

REAL ESTATE, ADMINISTRATIVE, AND WOOD, PRINTING, AND PAPER

 
(1)

EXP
(2)

EXP
(3)

EXP
(4)

EXP
(5)

EXP
(6)

EXP
(7)

EXP
(8)

EXP
(9)

EXP

 Binding digital provisions Non-binding digital provisions

FTA
-0.018
(0.311)

-0.019
(0.286)

-0.018
(0.361)

-0.029
(0.176)

-0.022
(0.217)

-0.017
(0.352)

-0.019
(0.292)

-0.014
(0.424)

-0.021
(0.268)

Duty
0.133**
(0.040)

Data prot
0.169*
(0.080)

0.086
(0.202)

Data Ǽow
-0.031
(0.533)

0.099**
(0.041)

New
0.068
(0.331)

0.124**
(0.042)

IP
0.071

(0.222)
0.011

(0.879)

PTA
-0.010
(0.642)

-0.007
(0.741)

-0.007
(0.745)

-0.005
(0.797)

-0.004
(0.835)

-0.009
(0.683)

-0.011
(0.586)

-0.009
(0.667)

-0.006
(0.768)

Obs. 118986 118986 118986 118986 118986 118986 118986 118986 118986

FE Imp-year Yes Yes Yes Yes Yes Yes Yes Yes Yes

FE Exp-year Yes Yes Yes Yes Yes Yes Yes Yes Yes

FE Pair Yes Yes Yes Yes Yes Yes Yes Yes Yes

Trend eǺects Yes Yes Yes Yes Yes Yes Yes Yes Yes

Period
2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

2000-
2020

Note: * p < 0.10, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses clustered by country-pair and year. 
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FIGURE A3: COUNTRIES APPLYING DATA PROTECTION (DP) REGIMES GLOBALLY (1990-2022)
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Source: author’s using Ferracane and van der Marel (2025). Note: 166 countries are covered. 


